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#### Abstract

In this paper we produce a few continuations of our previous work on partitions into fractions. Specifically, we study strictly increasing integer sequences $\left\{n_{j}\right\}$ such that there are partitions for all integers less than the floor of $G$, where $G=\frac{n_{1}}{j}+\frac{n_{2}}{j}+\cdots+\frac{n_{j-1}}{j}+\frac{n_{j}}{j}$, and all summands are distinct terms drawn from $\frac{n_{1}}{j}+\frac{n_{2}}{j}+\cdots+\frac{n_{j-1}}{j}+\frac{n_{j}}{j}$. We call such sequences "semicomplete". We find that there are only three semicomplete arithmetic sequences. We also study sequences that give the maximum number of pieces that an $M$ dimensional hypercube can be cut into using $N-1$ hyperplanes. We find that these are semicomplete in one, two, three, and four dimensions. As an aside, we use one of our generating functions to produce what appears to be a new identity for the Pell constant, a number which is closely connected to the density of solutions to the negative Pell equation.
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## 1 Introduction

Integer partitions have a long history of study, with mathematicians from Euler to Ramanujan producing interesting results. Past mathematicians have also studied complete sequences. These are defined in the work of Brown [1] as sequences $\left\{f_{i}\right\}_{i=1}^{\infty}$ such that all terms are positive and every $n \in \mathbb{N}$ can be written as shown below:

$$
\begin{equation*}
n=\sum_{i=1}^{\infty} \alpha_{i} f_{i} \quad \alpha_{i} \in\{0,1\} \tag{1.1}
\end{equation*}
$$

In this paper we build on our previous work, where we studied partitions of integers into fractions with constant denominators and distinct numerators drawn from sets of even or odd integers [2]. We noted that for any positive integer $j$, one can write $j^{2}=\sum_{n=1}^{j}(2 n-1)$. After dividing both sides of the equation by $j$, one can represent $j$ as a sum of fractions:

$$
\begin{equation*}
j=\frac{1}{j}+\frac{3}{j}+\frac{5}{j}+\cdots+\frac{2 j-1}{j} . \tag{1.2}
\end{equation*}
$$

We then proved that when $j>2$, any $k \in \mathbb{N}, k<j$ can be written as the sum of some combination of distinct terms from the series that sums to produce $j$. We noted that this
is not always possible when the numerators are even integers, prompting us to consider what other sequences allow for similar behavior. Such a generalization of the problem is considered in this paper. Suppose we have a series of the form given below:

$$
\begin{equation*}
G=\frac{n_{1}}{j}+\frac{n_{2}}{j}+\cdots+\frac{n_{j-1}}{j}+\frac{n_{j}}{j} . \tag{1.3}
\end{equation*}
$$

We look for solutions for natural numbers $k<\lfloor G\rfloor$, where $k=\frac{a_{1}}{j}+\frac{a_{2}}{j}+\cdots+\frac{a_{m-1}}{j}+\frac{a_{m}}{j}$, and $a_{1}, \ldots, a_{m}$ are distinct coefficients drawn from $\left\{n_{1}, n_{2}, \ldots, n_{j}\right\}$. We also require that $k, j \in \mathbb{N}, j>2$. We say $\left\{n_{j}\right\}$ is semicomplete if it enables such solutions for all $k$, where the terms of the sequence strictly increase, and all terms are positive. We refer to such sequences as semicomplete because a semicomplete sequence is not necessarily complete. For example, we prove that the cake numbers are both complete and semicomplete, yet the odd integers are only semicomplete. This is because the odd integers enable sums for all $k j$ under the restrictions above, though one cannot find integers such as 2 as the sum of distinct odd summands. This makes semicomplete sequences perhaps a bit less obvious, as one does not have to be able to find partitions for every natural number. Such questions lead naturally to the following theorem.

Theorem 1.1 The only semicomplete arithmetic sequences are $\{1,3,5,7,9 \ldots\}$, $\{2,3,4,5,6 \ldots\}$, and $\{1,2,3,4,5 \ldots\}$.

We prove this theorem in Section 2 .
In our previous paper, we conjectured that the cake numbers and lazy caterer's sequence are both semicomplete [2]. We prove this now, and generalize these sequences to higher dimensions. Let $C_{M}^{N}$ denote the maximum number of pieces that an $M$-dimensional hypercube can be cut into using $N-1$ hyperplanes. Let $\left\{C_{M}^{N}\right\}$ be the sequence of such terms for a given value of $M$ where $N$ varies. (Observe that when $M=2$ we have the lazy caterer's sequence, and when $M=3$, we have the cake numbers.) Note that we use $N-1$ for the number of cuts so that $N=1$ gives the first term of the sequence, $N=5$ gives the fifth term, et cetera, rather than $N=0$ for the first term and $N=4$ for the fifth.

Theorem 1.2 For values of $M$ equal to one, two, three, or four, $\left\{C_{M}^{N}\right\}$ is semicomplete. We provide a proof for this in Section 3. We also give an interesting conjecture on these sequences.

Conjecture $1.3\left\{C_{M}^{N}\right\}$ is semicomplete for any value of $M \geq 1, M \in \mathbb{N}$.
If true, this would imply that an infinite number of semicomplete sequences exist, hence one cannot list them all. To solve the full semicompleteness problem, one would then have to find the general necessary and sufficient conditions for any type of sequence to be semicomplete.

Perhaps a more interesting problem would be to search for sequences that, like the odd integers, are semicomplete but not complete. We know of one example, $\{2,3,4,5,6 \ldots\}$, though it would be interesting to find more.

We note that if one does not require $k$ to be an integer, one can write the generating function for the case of odd numerators as shown below:

$$
\begin{equation*}
\prod_{n=1}^{j}\left(1+q^{2 n-1}\right)=\sum_{k j=0}^{j^{2}} f_{O_{j}}(k, j) q^{k j} \tag{1.4}
\end{equation*}
$$

As a somewhat interesting aside, we give what appears to be a new series identity for the Pell constant, $\mathcal{P}_{\text {Pell }}$. This constant is closely connected to the product $\prod_{n=1}^{j}\left(1+q^{2 n-1}\right)$ as well as the density of solutions to the negative Pell equation $x^{2}-D y^{2}=-1$ [3]. It is currently unknown whether the Pell constant is transcendental, though it has been proven to be irrational [3].

Theorem 1.4 We can define a function $F(q)$ as the following series:

$$
F(q)=\sum_{m=0}^{j+1} \sum_{n=0}^{j+1} \frac{(-1)^{\frac{3 n}{2}} q^{\frac{1}{2}\left(n^{2}-2 n+2\right)}(-1)^{\frac{m}{2}} q^{\frac{1}{2}\left(m^{2}-2 m\right)}}{q+1}\left[\begin{array}{c}
j+1  \tag{1.5}\\
n
\end{array}\right]_{q}\left[\begin{array}{c}
j+1 \\
m
\end{array}\right]_{q}
$$

We then have $\mathcal{P}_{\text {Pell }}=1-\lim _{j \rightarrow \infty} F\left(-\frac{1}{2}\right)$, where $\mathcal{P}_{\text {Pell }} \approx 0.58057$.
We provide a proof for this in Section 4. We note that $\left[\begin{array}{c}j+1 \\ n\end{array}\right]_{q}$ is a Gaussian binomial coefficient, which is the $q$-analog of a binomial coefficient. Gaussian binomial coefficients are defined as shown below [4], where $m \geq n$ :

$$
\left[\begin{array}{c}
m  \tag{1.6}\\
n
\end{array}\right]_{q}=\frac{(1-q)\left(1-q^{2}\right) \cdots\left(1-q^{m}\right)}{(1-q)\left(1-q^{2}\right) \cdots\left(1-q^{n}\right)(1-q)\left(1-q^{2}\right) \cdots\left(1-q^{m-n}\right)}
$$

One should note that when $n>m,\left[\begin{array}{c}m \\ n\end{array}\right]_{q}$ is defined as zero. We can then restate our conjecture from our previous paper [2] in terms of $F(q)$, where we note that $F(q)$ is a polynomial in $q$ when fully simplified.

Conjecture 1.5 Let $G(q)$ contain only the terms from $F(q)$ where the exponent of $q$ is $k j, k, j \in \mathbb{N}, k<j, j>2$. The coefficients of $G(q)$ are always either unimodal or bimodal.

## 2 Proof for Theorem 1.1

As we require that we must have solutions for all $k<\lfloor G\rfloor$ where $j>2, k, j \in \mathbb{N}$, we can prove that a sequence does not work by finding a value of $k$ that has no solution for some value of $j$. While somewhat tedious, this process works well to eliminate all sequences other than the three semicomplete arithmetic sequences. We can then readily show these three are semicomplete.
Proof. When $j=3$, we have a series of the form

$$
\begin{equation*}
G=\frac{a}{3}+\frac{a+b}{3}+\frac{a+2 b}{3} \tag{2.1}
\end{equation*}
$$

where $a, b \in \mathbb{N}$. Note that $a$ is the first term in the sequence of numerators and $b$ is the difference between consecutive terms in that sequence. When $a=1$, we have:

$$
\begin{equation*}
G=\frac{1}{3}+\frac{1+b}{3}+\frac{1+2 b}{3} . \tag{2.2}
\end{equation*}
$$

If $b=0$, we have the sequence $\{1,1,1,1, \ldots\}$ as numerators. In this case $G$ is always exactly one, hence there are no natural numbers $k<\lfloor G\rfloor$. We thus see that $\{1,1,1,1, \ldots\}$ is not semicomplete. If $b=1$, we have the consecutive integers as numerators. It is easy to see that any integer less than the sum of the first $n$ consecutive integers can be found as the sum of some combination of terms from the first $n$ consecutive integers, hence this sequence is semicomplete.

If $b=2$ our numerators are the odd integers, which we have previously proven to be semicomplete [2]. If $b>2$ all terms in the series but $\frac{1}{3}$ are greater than one, hence it is impossible to find a combination of terms that sum to $k=1$. This then proves that any sequence with $a=1$ and $b>2$ is not semicomplete.

We now consider sequences where $a>1$. If $b=0$ and $a=2$ there is no solution for $k=1$, as 1 is not an integral multiple of $\frac{2}{3}$. If $a=3$ and $b=0$ there are solutions for all $k$ when $j=3$, but not when $j=4$, hence $\{3,3,3,3, \ldots\}$ is not semicomplete. If $a>3$ and $b=0$ all terms in the series

$$
\begin{equation*}
G=\frac{a}{3}+\frac{a+b}{3}+\frac{a+2 b}{3} \tag{2.3}
\end{equation*}
$$

are greater than one, hence there is no combination for $k=1$. Thus all sequences $\{a, a, a, a, \ldots\}$, where $a>3$, are incomplete.

If $a=2$ and $b=1$ we have the sequence $\{2,3,4,5, \ldots\}$. One can see that any integer except 1 and $(2+3+4+5+\cdots+(j+1))-1$ can be found as the sum of some combination of terms from $\{2,3,4,5, \ldots\}$. We know that $\frac{1}{j}$ and $\frac{(2+3+4+5+\cdots+(j+1))-1}{j}$ cannot be integers when $j>2$, hence every integer $k<\lfloor G\rfloor$ can be found as the sum of some combination of terms. We know $\frac{(2+3+4+5+\cdots+(j+1))-1}{j}$ cannot be an integer as we have:

$$
\begin{gather*}
G=\frac{(j+1)(j+2)}{2 j}-\frac{1}{j}=\frac{j+3}{2}  \tag{2.4}\\
\frac{(2+3+4+5+\cdots+(j+1))-1}{j}=\frac{j+3}{2}-\frac{1}{j}=\frac{j}{2}-\frac{1}{j}+\frac{3}{2} . \tag{2.5}
\end{gather*}
$$

We know that $\frac{j}{2}-\frac{1}{j}+\frac{3}{2}$ cannot be an integer when $j>2$, hence $\frac{(2+3+4+5+\cdots+(j+1))-1}{j}$ cannot be an integer when $j>2$.

If $a=2$ and $b>1$ then there is no combination for $k=1$ when $j=3$, as every term in the series but $\frac{2}{3}$ is greater than 1 . Such sequences are thus incomplete. If $a=3$ and $b=1$ or $b=2$, there is no combination for $k=2$ when $j=3$. If $a=3$ and $b=3$ there is no combination for $k=1$ when $j=4$. If $a=3$ and $b>3$ there is no combination for $k=2$ when $j=3$. If $a>3$ then all terms in the series are greater than 1 when $j=3$, regardless of the value of $b$, hence there is no combination for $k=1$. Such sequences are thus incomplete.

## 3 Proof for Theorem 1.2

Proof. In one dimension: It is easy to see that in this case we are cutting a line into pieces with points. This then results in $\left\{C_{1}^{N}\right\}=\{1,2,3, \ldots\}$, which is the sequence of consecutive integers. We know this sequence is semicomplete.
In two dimensions: Here we have the following expression for the terms of the sequence:

$$
\begin{equation*}
\left\{C_{2}^{N}\right\}=\left\{\frac{N^{2}-N+2}{2}\right\} \tag{3.1}
\end{equation*}
$$

The sum of the first $t$ terms can be found through induction:

$$
\begin{equation*}
\sum_{N=1}^{t} \frac{N^{2}-N+2}{2}=\frac{1}{6} t\left(t^{2}+5\right) . \tag{3.2}
\end{equation*}
$$

We see that when $t$ is sufficiently large, the $(t+1)^{T H}$ term is less the sum of the first $t$ terms. We have

$$
\begin{equation*}
\frac{(t+1)^{2}-(t+1)+2}{2}<\frac{1}{6} t\left(t^{2}+5\right), \tag{3.3}
\end{equation*}
$$

where $3<t$.
Suppose one takes a set of the first $t$ terms and one sees that any integer less than the sum of those $t$ terms can be found as the sum of some combination of terms from that set. Now take an integer $I$ that satisfies the following inequality:

$$
\begin{equation*}
\sum_{N=1}^{t} \frac{N^{2}-N+2}{2}<I<\sum_{N=1}^{t+1} \frac{N^{2}-N+2}{2} \tag{3.4}
\end{equation*}
$$

We know that the last term is less than the sum of all previous terms, where $t$ is sufficiently large. If every integer less than the sum of the previous terms can be found as the sum of some combination of the previous terms, one can find a partition for any integer $I$ by summing the $(t+1)^{T H}$ term $C_{2}^{t+1}$ and the partition for $I-C_{2}^{t+1}$, as $I-C_{2}^{t+1}<$ $\sum_{N=1}^{t} \frac{N^{2}-N+2}{2}$. By induction, one then sees that any integer less than the sum of $\left\{C_{2}^{N}\right\}$ can be found as the sum of some combination of the terms from this sequence, if this can be done for the first $t$ terms, where $t \in \mathbb{N}, t>3$. (If you can do this for the first $t$ terms, you can do it for the first $t+1$ terms, and thus the first $t+2$ terms, et cetera.) This method closely follows that used by Brown to show whether a sequence is complete [1].

We take the first four terms of the sequence $\left\{C_{2}^{N}\right\}$, where those terms are $\{1,2,4,7\}$. We see that $1+2+4+7=14$. We then find the following partitions for each positive integer less than 14: $1=1,2=2,3=1+2,4=4,5=1+4,6=2+4,7=7,8=1+7$, $9=7+2,10=1+2+7,11=4+7,12=1+4+7$, and $13=2+4+7$. This then confirms that the lazy caterer's sequence is complete, and hence also semicomplete. (Note that one can individually check cases to see that it is semicomplete when using the first 3 , 2 , or 1 terms. We just needed to apply this technique to a set of more than 3 terms.)

To illustrate that this holds upon adding another term, we examine the first five terms of the sequence $\left\{C_{2}^{N}\right\}$, where those terms are $\{1,2,4,7,11\}$. We then note that
$1+2+4+7+11=25$. We already know we have partitions for $1,2, \ldots, 14$. Now we need to find these for $15,16 \ldots, 25$. As an example, we take the case of $I=20$. We see that $20-11=9=2+7$, hence $20=11+2+7$.
In higher dimensions: There is a known recurrence relation that describes such sequences:

$$
\begin{gather*}
C_{M}^{N}=C_{M}^{N-1}+C_{M-1}^{N-1}  \tag{3.5}\\
C_{M}^{1}=1 .
\end{gather*}
$$

For a discussion of this recurrence, see [5].
In three dimensions: We can solve our recurrence relation to produce the following:

$$
\begin{equation*}
C_{3}^{N}=\left\{\frac{N^{3}-3 N^{2}+8 N}{6}\right\} \tag{3.6}
\end{equation*}
$$

We then see that the sum of the first $t$ terms is:

$$
\begin{equation*}
\sum_{N=1}^{t} \frac{N^{3}-3 N^{2}+8 N}{6}=\frac{t(t+1)\left(t^{2}-3 t+14\right)}{24} \tag{3.7}
\end{equation*}
$$

We then have

$$
\begin{equation*}
\frac{(t+1)^{3}-3(t+1)^{2}+8(t+1)}{6}<\frac{t(t+1)\left(t^{2}-3 t+14\right)}{24} \tag{3.8}
\end{equation*}
$$

where $4<t$.
In four dimensions: After solving our recurrence relation, we find:

$$
\begin{equation*}
C_{4}^{N}=\left\{\frac{N^{4}-6 N^{3}+23 N^{2}-18 N+24}{24}\right\} . \tag{3.9}
\end{equation*}
$$

The sum of the first $t$ terms is then:

$$
\begin{equation*}
\sum_{N=1}^{t} \frac{N^{4}-6 N^{3}+23 N^{2}-18 N+24}{24}=\frac{t\left(t^{4}-5 t^{3}+25 t^{2}+5 t+94\right)}{120} \tag{3.10}
\end{equation*}
$$

We then have

$$
\begin{equation*}
\frac{(t+1)^{4}-6(t+1)^{3}+23(t+1)^{2}-18(t+1)+24}{24}<\frac{t\left(t^{4}-5 t^{3}+25 t^{2}+5 t+94\right)}{120} \tag{3.11}
\end{equation*}
$$

where $5<t$. One can then apply the same process used in two dimensions to prove semicompleteness in three and four dimensions. For three dimensions one must manually check semicompleteness for $t \leq 4$, and for four dimensions, one must manually check semicompleteness for $t \leq 5$.

## 4 Proof for Theorem 1.4

Proof. We begin with the definition of $F(q)$ :

$$
F(q)=\sum_{m=0}^{j+1} \sum_{n=0}^{j+1} \frac{(-1)^{\frac{3 n}{2}} q^{\frac{1}{2}\left(n^{2}-2 n+2\right)}(-1)^{\frac{m}{2}} q^{\frac{1}{2}\left(m^{2}-2 m\right)}}{q+1}\left[\begin{array}{c}
j+1  \tag{4.1}\\
n
\end{array}\right]_{q}\left[\begin{array}{c}
j+1 \\
m
\end{array}\right]_{q}
$$

We can split this double sum into the product of two sums, as shown:

$$
F(q)=\left(\sum_{m=0}^{j+1} \frac{(-1)^{\frac{3 m}{2}} q^{\frac{1}{2}\left(m^{2}-2 m+2\right)}}{q+1}\left[\begin{array}{c}
j+1  \tag{4.2}\\
m
\end{array}\right]_{q}\right)\left(\sum_{m=0}^{j+1}(-1)^{\frac{m}{2}} q^{\frac{1}{2}\left(m^{2}-2 m\right)}\left[\begin{array}{c}
j+1 \\
m
\end{array}\right]_{q}\right) .
$$

By noting the definition for a binomial coefficient and manipulating the series, we can arrive at a more convenient form. We know we can write

$$
\begin{equation*}
\binom{m}{2}=\frac{m!}{2!(m-2)!}=\frac{1}{2} m(m-1), \tag{4.3}
\end{equation*}
$$

hence we arrive at

$$
F(q)=\left(\frac{q}{q+1}\right)\left(\sum_{m=0}^{j+1}(-1)^{m}\left(-\frac{1}{q}\right)^{\frac{m}{2}} q^{\binom{m}{2}}\left[\begin{array}{c}
j+1  \tag{4.4}\\
m
\end{array}\right]_{q}\right)\left(\sum_{m=0}^{j+1}\left(-\frac{1}{q}\right)^{\frac{m}{2}} q^{\binom{m}{2}}\left[\begin{array}{c}
j+1 \\
m
\end{array}\right]_{q}\right) .
$$

We have the following identity from the work of Koekoek and Swarttouw [6]:

$$
(a ; q)_{n}=\sum_{k=0}^{n}(-a)^{k} q^{\binom{k}{2}}\left[\begin{array}{l}
n  \tag{4.5}\\
k
\end{array}\right]_{q} .
$$

This identity then enables us to rewrite $F(q)$ as shown:

$$
\begin{equation*}
F(q)=\frac{q}{q+1}\left(\sqrt{-\frac{1}{q}} ; q\right)_{j+1}\left(-\sqrt{-\frac{1}{q}} ; q\right)_{j+1} \tag{4.6}
\end{equation*}
$$

The following identity is known [6]:

$$
\begin{equation*}
\left(a^{2} ; q^{2}\right)_{n}=(a ; q)_{n}(-a ; q)_{n} . \tag{4.7}
\end{equation*}
$$

We can thus write $F(q)$ as

$$
\begin{equation*}
F(q)=\frac{q}{q+1}\left(\sqrt{-\frac{1}{q}} ; q\right)_{j+1}\left(-\sqrt{-\frac{1}{q}} ; q\right)_{j+1}=\frac{q}{q+1}\left(-\frac{1}{q} ; q^{2}\right)_{j+1} . \tag{4.8}
\end{equation*}
$$

The $q$-analog of the Pochhammer symbol can be defined as the following product for positive $k$ :

$$
\begin{equation*}
(a ; q)_{n}=\prod_{k=0}^{n-1}\left(1-a q^{k}\right) \tag{4.9}
\end{equation*}
$$

We can thus write $F(q)$ as

$$
\begin{equation*}
F(q)=\frac{q\left(-\frac{1}{q} ; q^{2}\right)_{j+1}}{q+1}=\frac{q}{q+1}\left(1+q^{-1}\right)(1+q)\left(1+q^{3}\right)\left(1+q^{5}\right) \cdots=\prod_{n=1}^{j}\left(1+q^{2 n-1}\right) \tag{4.10}
\end{equation*}
$$

This product is a generating function for partitions of $k j$ into distinct odd integers drawn from $\{1,3,5, \ldots, 2 j-1\}$. That generating function can be written as

$$
\begin{equation*}
\prod_{n=1}^{j}\left(1+q^{2 n-1}\right)=\sum_{k j=0}^{j^{2}} f_{O_{j}}(k, j) q^{k j} . \tag{4.11}
\end{equation*}
$$

The Pell constant $\mathcal{P}_{\text {Pell }}$ can be written as shown below [3]:

$$
\begin{equation*}
\mathcal{P}_{\text {Pell }}=1-\prod_{k=0}^{\infty}\left(1-\frac{1}{2^{2 k+1}}\right) . \tag{4.12}
\end{equation*}
$$

We observe the following:

$$
\begin{equation*}
\lim _{j \rightarrow \infty} F\left(-\frac{1}{2}\right)=\lim _{j \rightarrow \infty}\left(\prod_{n=1}^{j}\left(1+\left(-\frac{1}{2}\right)^{2 n-1}\right)\right)=\prod_{n=0}^{\infty}\left(1-\frac{1}{2^{2 n+1}}\right)=1-\mathcal{P}_{\text {Pell }} \tag{4.13}
\end{equation*}
$$

hence $\mathcal{P}_{\text {Pell }}=1-\lim _{j \rightarrow \infty}\left(F\left(-\frac{1}{2}\right)\right)$.
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