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Instructor’s Introduction: 
This Summer Undergraduate Research Fellowship (SURF) research project combined the 
reasoning power of Large Language Models (LLMs) and robotics to understand the capabilities 
of ChatGPT-4o in multimodal learning. The student researchers combined the Sawyer robotic 
arm, ChatGPT-4o, and Google Speech-To-Text services on a ROS Melodic system to develop a 
closed-loop system. A human may teach the robot a task and test the robot's understanding of that 
task. As the research continues, the students hope to conduct human studies to qualify the 
ChatGPT-4o's reasoning abilities in this context and assess its usability and adaptability. The 
research was started in Summer 2024 and is currently continuing through Fall 2024. 

- Bahareh Abbasi, Assistant Professor in Mechatronics Engineering, October 2024. 
 

The integration of Large Language Models (LLMs) with robotics offers new possibilities for 
developing autonomous interactive systems for manufacturing environments and has the 
potential to impact and transform how robots and humans collaborate on factory floors. This 
SURF project aims to develop a mechanism that enhances the process of teaching a robot to 
perform object manipulation tasks through interaction with a human expert. By leveraging the 
capabilities of LLMs to comprehend human conversations, we strive to ensure seamless and 
effective human-robot interaction. We have integrated the state-of-the-art LLM, ChatGPT-4o, 
and Google Speech-To-Text services with the Sawyer robotic arm running on ROS Melodic. We 
developed a closed-loop demonstration where the robot learns a task through human multimodal 
input, combining both language and visual cues. The LLMs acts as the robots' action planner 
and, according to the perceived multimodal human actions, decides how to execute the 
demonstrated task. In the future, the team plans to conduct human studies to evaluate the 
performance of the proposed system in real human-robot scenarios and assess its adaptability. 

  



 
Channel Islands Currents 
2024 - 2025, Vol. 1, No. 1 

 

 

 
 

 
 

Channel Islands Currents 2024. Vol. 1, No. 1 

6 

 

 

 


